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Abstract

Zero-knowledge virtual machines (zkVMs) are increasingly
deployed in decentralized applications and blockchain rollups
since they enable verifiable off-chain computation. These
VMs execute general-purpose programs, frequently written
in Rust, and produce succinct cryptographic proofs. However,
zkVMs are complex, and bugs in their constraint systems or
execution logic can cause critical soundness (accepting invalid
executions) or completeness (rejecting valid ones) issues.

We present ARGUZZ, the first automated tool for testing
zkVMs for soundness and completeness bugs. To detect such
bugs, ARGUZZ combines a novel variant of metamorphic test-
ing with fault injection. In particular, it generates semantically
equivalent program pairs, merges them into a single Rust pro-
gram with a known output, and runs it inside a zkVM. By
injecting faults into the VM, ARGUZZ mimics malicious or
buggy provers to uncover overly weak constraints.

We used ARGUZZ to test six real-world zkVMs—RISC
ZERO, NEXUS, JOLT, SP1, OPENVM, and PicO—and found
eleven bugs in three of them. One RISC ZERO bug resulted
in a $50,000 bounty, despite prior audits, demonstrating the
critical need for systematic testing of zZkVMs.

1 Introduction

Zero-knowledge virtual machines (zkVMs) are emerging
as critical infrastructure for scalable and privacy-preserving
computation, especially in decentralized applications and
blockchain rollups. These VMs enable general-purpose pro-
grams to be executed off-chain while producing succinct,
verifiable proofs of correct execution. zkVMs are complex
systems that combine compilers, execution environments, and
cryptographic prover backends—components that are tightly
coupled and heavily optimized for proving performance and
proof size.

More specifically, typical zkVMs execute in four stages
shown in Fig. 1:

1. Preprocessing: The program is compiled, often to a

dialect of the RISC-V instruction set. This stage usually
also includes the cryptographic setup for the subsequent
proof generation and verification stages.

2. Execution: Given private and public program inputs,
the execution environment runs the program and records
an execution trace, called trace record. The trace record
contains all information necessary to reconstruct the
program behavior.

3. Proof generation: Given the public inputs, a crypto-
graphic proof is produced based on the trace record and
the zkVM’s constraint system. Note that modern zkVMs
use a universal constraint system, rather than generating
a separate system for each program. Proving algorithms
vary across zkVMs and are often designed to be plug-
gable, allowing support for multiple prover backends
with different trade offs. In addition, many VMs apply
proof compression to reduce the size of the generated
proof, which helps minimize on-chain verification costs.

4. Verification: Given the public inputs, the proof is
checked using the constraint system. If verification suc-
ceeds, the output is accepted as correct. Importantly,
verification is decoupled from the proving process and
can be carried out either by an external verifier or directly
on-chain through smart contracts, enabling decentralized
and transparent validation.

Given the complexity and coupling of these stages, bugs
in zkVMs are both likely and difficult to detect. We focus on
the two classes of bugs that developers consider most criti-
cal: soundness and completeness bugs. Soundness bugs occur
when the zkVM accepts an invalid execution. These can arise
when the constraint system is overly weak; for instance, the
proof may be verified even when the program produces an
incorrect output, thereby compromising the integrity of the
system. Completeness bugs, on the other hand, happen when
a valid execution is incorrectly rejected—often due to overly
strict constraints that rule out legitimate behavior. This de-
grades user experience (since user inputs cannot be executed)
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Figure 1: Overview of typical zZkVM stages.

and may even lead to liveness issues. Additionally, in some
cases, the constraints may simply be wrong, that is, they may
misrepresent the intended semantics of the VM. Such mis-
matches can lead to both soundness and completeness issues,
depending on whether they allow invalid executions or reject
valid ones.

Both types of bugs have serious consequences. Soundness
bugs can lead to fraudulent transactions being accepted in
blockchain systems, violating core trust and security assump-
tions. Completeness bugs can block legitimate transactions
or cause unexpected failures in production. In both cases, the
cost of failure is high, and the complexity of zZkVMs makes
these bugs particularly hard to find without thorough testing.

Existing work. Our recent work [23] introduced CIRCUZZ,
a fuzzer for ZK pipelines, such as CIRCOM [14], GNARK [1],
and NOIR [4], which compile programs in domain-specific
languages (DSLs) into constraint systems. CIRCUZZ uses
metamorphic testing [9, 17,40] to detect soundness and com-
pleteness bugs in these pipelines. The approach starts by
generating a deterministic program, called circuit, in CIRCIL,
an intermediate language designed to express most features
of popular DSLs. Semantics-preserving transformations are
applied to produce a second, equivalent circuit. Both the orig-
inal and transformed circuits are then translated into a target
DSL, executed on the same inputs, and their observable be-
haviors are compared. Divergences in behavior may indicate
overly weak constraints (soundness bugs), overly strong con-
straints (completeness bugs), or issues that can manifest as
both soundness and completeness bugs.

zkVMs share many architectural similarities with ZK
pipelines but differ in two key aspects. First, they typically
execute general-purpose (for instance, Rust) programs instead
of DSLs. Second, in zkVMs, developers do not explicitly
write constraints using assertions or DSL primitives that could
cause the constraints to become unsatisfiable, and therefore,
prevent proof generation. Instead, constraints are enforced
automatically by the zkVM based on the semantics of the
compiled Rust program, and a proof is generated. This ab-
straction improves usability, but also makes it harder to reason
about the enforced constraints and identify bugs.

Adapting the CIRCUZZ approach to zkVMs is desirable,
but faces significant challenges. First, zkVMs are signifi-
cantly more computationally expensive, primarily because
they must model each RISC-V instruction with precise con-
straints. Second, metamorphic testing cannot detect sound-
ness bugs caused by overly weak constraints when both the
original and transformed programs exhibit the same behavior.
These challenges motivate the need for more efficient and
targeted testing techniques tailored to zkVMs.

Our approach. In this paper, we tackle these challenges
with a new approach for testing zkVMs that integrates a novel
variant of metamorphic testing with fault injection. We imple-
ment our approach in a fuzzer called ARGUZzZ. To the best of
our knowledge, ARGUZZ is the first fuzzer to target zkVMs
and to combine these two testing techniques.

On a high level, we design ARGUZZ as follows. First, we
adapt the CIRCUZZ framework to zZkVMs by translating cir-
cuits generated in CIRCIL into semantically equivalent Rust
programs that can run inside zkVMs. Since CIRCIL does not
support the full instruction set used by zkVMs, we extend
it with custom functions that include inline assembly. This
enables our circuit generator to use all instructions supported
by the target VMs.

Second, to improve efficiency, we introduce a novel vari-
ant of metamorphic testing. Instead of running the original
and transformed programs separately, we merge them into a
single Rust program that compares their results and computes
a known, expected output. This merged program is then exe-
cuted inside the zkVM. Running a single combined program
increases test throughput and simplifies result checking, while
preserving the ability to detect behavioral inconsistencies.

Third, to detect soundness bugs due to overly weak
constraints—when both the original and transformed pro-
grams exhibit the same behavior—we develop a fault-
injection mechanism [7, 19,25]. We adopt a view where the
zkVM consists of two parties: the prover and the verifier. The
prover corresponds to the first three stages described earlier—
preprocessing, execution, and proof generation—while the
verifier is the final stage that checks the proof (see Fig. 1).
Given this view, we inject faults into the prover’s execution
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Figure 2: Overview of ARGUZZ.

logic to mimic a malicious or buggy prover—we refer to it
simply as malicious in the rest of the paper. We then execute
the same merged Rust program using this malicious prover
and check whether the unmodified verifier accepts the result-
ing proof. If the program output diverges from the expected
one (meaning that the fault injection successfully affected the
program execution), but the verifier is deceived into accepting
the proof, this indicates a soundness bug due to undercon-
strained behavior. Because we only report cases where a fault
both changes the program’s output and yields an accepted
proof, this oracle rules out benign or ineffective fault injec-
tions and thereby avoids false positives.
Overall, ARGUZZ identifies three classes of bugs:

* The merged program crashes during execution on the
original VM, indicating a completeness bug;

» The merged program successfully completes on the orig-
inal VM but produces an unexpected output, indicating
a soundness bug, a completeness bug, or an issue that
can manifest as both;

* The merged program is run on a malicious prover, it pro-
duces an unexpected output, and the verifier is deceived
into accepting the proof, indicating a soundness bug.

In short, ARGUZZ is the first fuzzer for zkVMs, and its de-
sign addresses two main challenges: the significantly higher
computational cost of zkVMs compared to conventional ZK
pipelines, and the ineffectiveness of metamorphic testing
alone (as used in [23] for ZK pipelines) to reveal soundness
bugs arising from weak constraints. First, ARGUZZ supports
merged programs, enabling an efficient metamorphic oracle
that operates within a single execution. Second, and most crit-
ically, ARGUZZ integrates a novel fault-injection mechanism
at the zkVM execution level. This mechanism is explicitly de-
signed to eliminate false positives and expose soundness bugs
due to underconstrained behavior that circuit-level fuzzers,
including CIRCUZZ, cannot detect.

We used ARGUZZ to test six popular zkVMs based on the
RISC-V instruction set. As we discuss in our experimental
evaluation, we found soundness and completeness bugs across
three of these systems, namely, RISC ZERO [5], NEXUS [3],
and JOLT [2, 8], for a total of three soundness and eight com-
pleteness bugs. One of the soundness bugs we uncovered in
RISC ZERO was so severe that it earned a $50,000 bounty
from the developers. This is significant because RISC ZERO
is already deployed in production and has undergone prior
security audits.

Note that we followed a responsible disclosure process for
all detected issues, either privately reporting them or obtaining
permission to disclose them publicly.

Contributions. Our main contributions are:

* A novel testing technique for detecting soundness and
completeness bugs in zkVMs. Our technique combines
an efficient variant of metamorphic testing with a fault-
injection mechanism that mimics a malicious prover.

An implementation of this technique in the open-source
tool ARGUZZ'. ARGUZZ is designed to be modular and
can be adapted to new RISC-V-based zkVMs with mod-
est effort.

A practical evaluation across six real-world zkVMs. AR-
GUzz found eleven correctness bugs in total—three
soundness and eight completeness bugs. One of the
RISC ZERO soundness bugs resulted in a $50,000
bounty given its critical severity.

2  Overview

Our fuzzer tests zkVMs by combining an efficient vari-
ant of metamorphic testing and fault injection. ARGUZZ pro-
ceeds through the following seven steps, summarized in Fig. 2:

Available at https://doi.org/10.5281/zenodo.16939845 and
https://github.com/Rigorous-Software-Engineering/arguzz
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1 inputs : a, b, c
2> outputs: out
s out = (a % (b + ¢))

(a) Circuit C; in CIRCIL.
1 £fn cl(a: u32, b: u32, c: u3d2) -> u3d2 {
2 a % (b + c¢)

5}

(¢) Circuit C; as a Rust function.

1 inputs : a, b, c
2> outputs: out
sout = (a % ((c + 0) + b))
(b) Circuit C, in CIRCIL.
(a: u32, b: u32, c: u32) -> u32 {
% ((c + 0) + b))

(d) Circuit C, as a Rust function.

Figure 3: Example CIRCIL circuits and Rust functions generated by ARGUZZ.

(1) circuit generation, (2) circuit transformation, (3) circuit-
to-Rust translation, (4) product-program generation, (5) input
generation, (6) normal VM execution and trace collection,
and (7) VM execution with malicious prover. We describe
each step at a high level below and provide technical details
in Sect. 3.

Step 1: Circuit generation. We begin by generating a ran-
dom circuit in CIRCIL. This circuit represents a computation
including typical control-flow patterns and arithmetic opera-
tions used in zero-knowledge applications. Unlike our prior
work [23], ARGUZZ extends this step (and CIRCIL) to op-
tionally include inline-assembly constructs that target specific
instructions supported by target zkVMs. This ensures that
even low-level or uncommon operations are exercised during
testing. Fig. 3a shows an example circuit, denoted C;, gen-
erated in this step. Lines 1-2 declare the circuit inputs and
outputs, and line 3 computes the value of the output using a
basic arithmetic expression.

Step 2: Circuit transformation. We use a similar set
of semantics-preserving transformations as CIRCUZZ [23].
These include transformations based on algebraic identities,
such as commutativity, associativity, distributivity, and De
Morgan’s laws. They apply to logical, bitwise, and arithmetic
operations alike. We disable transformations that are spe-
cific to field arithmetic and not applicable to general-purpose
zkVMs. In addition, we enrich the transformation set with
new rules to broaden coverage. A complete list of included
transformations is provided in Appx. A.

In practice, we stack multiple transformations on the orig-
inal circuit to produce a transformed circuit that is syntac-
tically different but semantically equivalent. Fig. 3b shows
the result of applying two transformations to the original
circuit Cy. First, we apply the commutativity of addition
(rule comm-add in Appx. A) to obtain output expression
(a ¥ (c + b)), followed by addition with the identity ele-
ment (rule zero-add-con in Appx. A), which adds zero to
c. Obviously, the resulting circuit, C,, remains semantically
equivalent to Cj.

In general, metamorphic transformations serve as an ora-
cle for the expected behavior of the zkVM: the original and
transformed circuits should produce the same output when
executed—any divergence indicates a bug.

Step 3: Circuit-to-Rust translation. The original and trans-
formed CIRCIL circuits are then independently compiled to
Rust functions. This translation preserves the semantics of
each circuit and includes any inline assembly specified during
generation. Figs. 3c and 3d show the Rust translations of Cy
and C,, respectively. Each function takes the circuit inputs,
computes the output using standard Rust syntax, and returns
the result.

Step 4: Product-program generation. Next, we merge the
Rust functions into a single product program. This program
executes the functions and checks that their outputs match.
The structure is inspired by work on hyperproperty [20] rea-
soning [12, 13,43], where product constructions are used to
reason about relationships between multiple program execu-
tions. In our setting, the product program computes a known,
expected output only if both function executions behave identi-
cally. This enables ARGUZZ to detect behavioral mismatches
while avoiding the overhead of executing each function as a
separate program.

Fig. 4 shows the product program (in Rust) generated by
ARGUZZ using the functions of Figs. 3¢ and 3d. On lines 17—
18, it calls the functions, and on line 21, it compares their out-
puts. If they differ, the program returns a special value 00Ps
(line 22); otherwise, it returns a SUCCESS value (line 24).

Step 5: Input generation. We generate random private
and public inputs for the product program. These inputs are
used for subsequently executing the product program in the
VM. For example, for the program of Fig. 4, ARGUZZ might
randomly generate the values 7 for a, 3 for b, and 2 for c.

Step 6: Normal VM execution and trace collection. Given
the generated inputs, the product program is executed inside



1 const OOPS: u32 = 0x0;
> const SUCCESS: u32 = 0xCOFFEE;

4 // circuit cl as Rust function

s fn cl(a: u32, b: u32, c: u3d2) -> u3d2 {
6 a % (b + ¢)

7}

8

9 // circuit c2 as Rust function

0 fn c2(a: u32, b: u32, c: u32) -> u32 {
1 (a % ((c + 0) + b))

13

4 // VM entry point

15 [zkvm::entry (main)]

6 fn main(a: u32, b: u32, c: u3d2) -> u32 {
17 let cl_out = cl(a, b, c);

18 let c2_out = c2(a, b, c);

20 // check if violation occurred
21 if cl_out != c2_out {

2 00PS // unexpected result
23 } else {

24 SUCCESS // expected result

Figure 4: Product program in Rust generated by ARGUZZ
using the functions of Figs. 3¢ and 3d.

the unmodified zkVM. If it crashes or produces an output
different from the expected one, we flag this as a potential
soundness or completeness bug. During this execution, we
also collect the trace of the product program, which records
the sequence of executed instructions. This trace is used in
the next step to guide fault injection: by identifying which
instructions the VM executed, we can target faults at the
corresponding points in the VM’s instruction-handling logic.
For example, assume that, for input values 7, 3, and 2, the
product program in Fig. 4 crashes; this indicates a complete-
ness bug. Now, assume that it returns 00P S; this may indicate
a soundness bug, a completeness bug, or an issue that mani-
fests as both. Finally, assume that it returns SUCCESS; no bug
is detected. If no bug is detected, we observe that the RISC-V
remu instruction (unsigned remainder) is executed twice (as
part of computing the return value of each Rust function).
Knowing this, allows us to target the VM’s implementation
of remu in a fault-injected run, increasing the chances of
exposing soundness bugs related to that specific operation.

Step 7: VM execution with malicious prover. Finally, we
re-run the product program with the same inputs and mimic
prover misbehavior by injecting faults directly into the zk VM.
This process is guided by the trace collected in the previous
step: we target the VM’s handling of instructions that were ac-

1 if cl_out != c2_out {

2 O0PS // unexpected result
3 else if c2_out !'= c3_out {
4 OOPS // unexpected result
5 } else {

6 SUCCESS // expected result

Figure 5: Part of product program in Rust generated from
three semantically equivalent circuits.

tually executed. For example, we may modify their operands
or output values. This allows us to explore how the verifier
behaves in the presence of a malicious prover. If the fault
injection causes the product program to return an incorrect
output (i.e., 00PS) but the proof still verifies successfully,
ARGUZZ reports a soundness bug. The verifier accepting an
invalid trace indicates that the constraints are underspecified.
Crucially, we require both a demonstrable deviation in execu-
tion and a successful verification, which guarantees that only
truly underconstrained behavior is flagged and that ineffective
injections cannot lead to false alarms.

Recall that, in our example, the trace collected in the pre-
vious step shows that instruction remu rd, rsl, rs2is
executed twice, where rd is the destination register, rs1 the
dividend, and rs2 the divisor. For our input values, rs1 = 7,
rs2 = 5, rdis assigned the value 7 % 5. In this step, we re-
run the product program with the same inputs, and to mimic
a malicious prover, we automatically choose to inject a fault
that modifies the behavior of one of the executed remu in-
structions. Specifically, we replace the divisor rs2 with rs1,
causing the VM to compute remu rd, rsl, rsl instead.
This yields 7 $ 7 = 0 as the return value of one of the
Rust functions, and in turn, the product program returns 0OPS.
However, due to a missing constraint in RISC ZERO, the
generated proof still verifies successfully. After minimizing
the product program, we are able to verify that 7 ¢ 5 = 0!

We reported this soundness bug to the RISC ZERO de-
velopers, who classified the issue as critical and awarded a
$50,000 bounty. Importantly, the bug was not limited to the
remu instruction; it affected any instruction that used three
register operands, such as divu, due to missing checks in the
constraint system. ARGUZZ exposed multiple such cases. The
issue was subsequently patched with changes to eleven files in
ZIRGEN?, RISC ZERO’S constraint-system implementation,
and 32 files in the RISC ZERO® zkVM implementation. A
new release was issued, and all clients were migrated to the
updated version.

Note that ARGUZZ performs two loops, as shown in Fig. 2.

2nttps://github.com/risc0/zirgen/pull/238
3nttps://github.com/risc0/risc0/pull/3181
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The first one (steps 2—4) generates new transformed circuits
to exercise the constraint system in different ways. The corre-
sponding Rust functions are all merged into the same product
program for comparison. For example, we could generate a
third transformed circuit and corresponding Rust function c3
and merge it in the product program as shown Fig. 5. This
allows us to compare multiple semantically equivalent func-
tions in a single execution and detect inconsistencies across
any of them. The other loop (steps 5-7) tests each product
program across different inputs and fault injections. In gen-
eral, these loops increase the likelihood of finding bugs with
each product program.

3 Approach

As outlined in the previous section, our method combines
two complementary ideas: a new variant of metamorphic test-
ing and fault injection. Our metamorphic-testing variant pro-
vides an effective strategy for generating product programs
with a known output; this allows detecting soundness and
completeness bugs. On the other hand, fault injection sim-
ulates misbehavior by the prover to detect soundness bugs
due to overly weak constraints. Note, however, that while
our design leverages the synergy of these two ideas, they are
technically orthogonal. In particular, any technique that pro-
duces programs with known outputs could be used in place of
our product-program generator; however, such a substitution
would eliminate metamorphic equivalence checks and there-
fore miss bugs that can only be exposed through metamorphic
testing.

ARGUZZ workflow. As discussed, the ARGUZZ workflow
consists of seven steps. In this section, we focus on the
three more technically involved components of the approach—
(1) circuit generation, (4) product-program generation, and
(7) VM execution with malicious prover. The remaining steps
are conceptually straightforward and summarized below:

e Step 2: Circuit transformation. This step applies
semantics-preserving rewrites to the original circuit to
produce a transformed variant. We reuse most transfor-
mations from CIRCUZZ, omitting those tailored to field
arithmetic (irrelevant for zkVMs), and enriching the set
with new rules (see Appx. A).

¢ Step 3: Circuit-to-Rust translation. Each CIRCIL cir-
cuit (original and transformed) is compiled into a stan-
dalone Rust function. This translation is direct and pre-
serves circuit semantics, including inline assembly.

* Step 5: Input generation. Inputs are generated using a
blackbox-fuzzing strategy guided by the type signatures
of the Rust functions. We maintain a configurable set
of constants that include interesting boundary values

1 inputs : a, b, c
2> outputs: out
3 out = mulhsu(a, (b + c))

(a) Circuit C in CIRCIL.

1 fn c(a: u32, b: u32, c: u32) -> u32 {
2 macro_rules! mulhsu {

3 ($Sa:expr, Sb:expr) => {{

4 let result: u32;

5 unsafe {

6 core::arch::asm! (

7 "mulhsu {result}, f{a}, {b}",
8 result = out(reg) result,

9 a = in(reg) S$a,

10 b = in(reg) S$b,

16 mulhsu! (a, (b + c))

(b) Circuit C as a Rust function.

Figure 6: Example CIRCIL circuit and Rust function gen-
erated by ARGUZZ using the inline-assembly extension.

(e.g., 0, 1, —1, maximum or minimum integers, etc.) to
increase the likelihood of triggering edge cases.

¢ Step 6: Normal VM execution and trace collection.
The product program is executed inside the unmodified
zkVM. We collect the trace record to determine which
parts of the VM are exercised. This information is used
to guide fault injection in the next step.

3.1 Circuit Generation

ARGUZZ begins by generating a circuit expressed in CIRCIL,
the intermediate language introduced in CIRCUZZ [23] for
testing ZK pipelines. This circuit forms the basis for metamor-
phic transformations and subsequent execution in the zk VM.

To systematically explore the VM’s behavior, we extend
CIRCIL with custom functions that emit inline RISC-V as-
sembly. This allows ARGUZZ to explicitly include specific
instructions—such as mulhsu, which computes the upper half
of the product of two integers—in the generated circuit. Such
an extension is critical for ensuring broad coverage across
the instruction set supported by each zkVM. As an example,
the CIRCIL circuit in Fig. 6a calls the custom mulhsu func-
tion. Its Rust translation, shown in Fig. 6b, implements this
function using a macro and inline assembly on lines 2—15.



3.2 Product-Program Generation

Our fault-injection mechanism requires programs with known
outputs to reliably detect soundness bugs. However, gener-
ating programs of configurable complexity with predictable
outcomes is challenging, especially when targeting a diverse
set of low-level instructions supported by zkVMs.

Metamorphic testing. Metamorphic testing [17] provides
an effective solution to this problem. It is a well estab-
lished technique used for testing complex software sys-
tems, including compilers [16], program analyzers (e.g.,
[22, 29, 33-35, 38, 44, 48-50]), and ZK pipelines [23]. In
such contexts, metamorphic testing generates two semanti-
cally equivalent yet syntactically different programs whose
outputs must match. Specifically, the CIRCUZZ fuzzer for
ZK pipelines generates an original circuit in CIRCIL and de-
rives a transformed variant by applying a random sequence
of semantics-preserving rewrites.

While metamorphic testing guarantees output equivalence
between the original and transformed programs, their actual
outputs are not known a priori. Therefore, traditional metamor-
phic testing executes both programs separately and compares
their outputs externally.

Metamorphic oracles as product programs. In ARGUZZ,
we generate a single product program from the original and
transformed Rust functions generated in the previous step. In-
stead of running separate executions and performing external
checks, our product program internally computes the outputs
of all functions and directly compares them. Specifically, it
produces one of two outcomes (see Fig. 4 for an example):
SUCCESS, indicating all outputs match, or 00P S, indicating a
mismatch. Thus, we effectively encode the metamorphic ora-
cle directly into the product program. This often eliminates
execution overhead and elegantly solves the requirement of
knowing the output beforehand—the expected output is al-
ways SUCCESS unless the zkVM under test is buggy.

Regarding execution overhead, product programs often im-
prove test throughput, mostly by reducing prover costs. Prov-
ing dominates runtime and typically scales super-linearly with
trace size. Moreover, many zkVMs pad traces to the nearest
power of two, which amplifies costs. If two executions are
run separately, each incurs its own padding overhead. With a
product program, padding is applied only once. For instance,
a single trace of size 500 (padded to 512) is cheaper to prove
than running two separate traces of sizes 280 and 180, which
would be padded to 512 and 256 respectively. This effect be-
comes even more pronounced when bundling more than two
Rust functions into a single product program, since multiple
padding overheads are avoided.

The concept of a product program was originally intro-
duced in the context of hyperproperty [20] reasoning [12,
13,43]. Rather than invoking multiple program variants ex-

ternally to check a hyperproperty, product programs encode
the multiple executions internally and perform the necessary
comparisons within a single combined program. This inter-
nalization enables hyperproperty checking without requiring
repeated calls to an external oracle. For example, such reduc-
tions allow standard program-verification tools—designed
for single-execution properties—to be applied to relational or
multi-trace properties.

Metamorphic testing can be viewed as a form of hyper-
property reasoning, typically targeting 2-safety properties—
for such properties, a failing test consists of two executions.
Note that, in ARGUZZ, metamorphic testing checks k-safety
properties because of the first loop in Fig. 2 (steps 2—4), which
produces and compares k transformed circuits within the same
product program. While product programs have a rich history
in program verification, we are not aware of prior work that
applies them directly to metamorphic testing.

3.3 VM Execution with Malicious Prover

Fault injection is a well established technique for uncovering
bugs in software systems. The core idea is that injected faults
should trigger an appropriate system response—ideally failing
fast and gracefully, rather than causing silent or progressive
system corruption. For example, chaos engineering, popular-
ized by Netflix, tests the resilience of distributed systems by
introducing random faults such as network outages.

The zkVM threat model. The threat model for zkVMs
mirrors that of other zero-knowledge systems: the verifier is
the only trusted component, while the prover is potentially
adversarial. In other words, an attacker may use a malicious
execution environment to generate an invalid trace and a corre-
sponding proof, and it is the verifier’s responsibility to detect
and reject such proofs.

Designing effective fault injection. To test this trust bound-
ary, we present the first fault-injection mechanism for zkVMs.
In particular, we simulate a malicious prover by injecting
faults into the VM'’s execution logic. If the product program
returns an unexpected output but the verifier is successfully
deceived into accepting the resulting proof, this indicates a
soundness bug.

Our fault-injection mechanism deliberately encourages a
“ripple effect” by introducing faults that propagate naturally
through the execution trace. We inject a fault into the execu-
tion of a single instruction, e.g., by adding 1 to the result of
a multiplication. The modified value is written to a register,
and any subsequent instructions that read from that register
propagate the altered result. This allows the fault to cascade
through the trace in a way that respects normal data dependen-
cies, increasing the likelihood that the resulting proof verifies.

With this design, the execution trace remains valid up to
the point of injection. Immediately after the fault, a small,



1 £n execute (/* ... */)y => /* .. */ |
2 let mut i: Instruction;

4 // < ZKVM INSTRUCTION DECODING >

6 // instruction-modification injection
7 if is_injection_enabled () &&

8 is_injection_type ("INSTR_MOD") &&
9 is_injection_step ()

11 let new_i = fuzzer::new_instr (&1);
12 i = new_i;

15 // < ZKVM INSTRUCTION EXECUTION >

17 // increments the injection step counter
18 fuzzer::step();

20 //

Figure 7: Generic instruction-modification injection per-
formed by ARGUZZ.

localized inconsistency may be introduced, but the remainder
of the trace becomes consistent again—this time with respect
to the faulty state. Such a localized inconsistency is more
likely to evade detection if the corresponding constraints are
insufficiently precise for those specific points in the trace.

An alternative design we initially considered was to gen-
erate a valid trace record and then randomly flip bits to test
whether the verifier would still accept the corresponding proof.
However, bit flips are not guaranteed to produce invalid traces.
For example, consider a trace computing 42 * 0: flipping
the operand from 42 to 43 would still yield the same valid
result of zero.

By contrast, our fault-injection mechanism considers both
the program’s expected output and the verifier’s output to
determine whether a verified proof corresponds to an invalid
trace. A bug report is only generated when the injected fault
actually changes the program’s output—showing that execu-
tion was meaningfully altered (unlike in the above example
of changing 42 * 0 to 43 * 0)—yet the verifier still ac-
cepts the resulting proof. Faults that do not affect the program
output or that are rejected by the verifier are not reported.
This strict reporting rule ensures that only genuine undercon-
strained behavior is flagged and no false positives arise.

Fault-injection types. The fault-injection component is
implemented by augmenting the zkVM’s execution stage
with custom logic. We define several injection fypes that
describe how a fault is applied. For example, an instruction-
modification injection may change the operation, the output
value, or a register operand—such as altering the divisor reg-

ister in a remu instruction (see Sect. 2)—while a memory-
modification injection writes arbitrary values into memory.

Since some injection types are tailored to the internal de-
sign of a specific VM, we focus our discussion on a generic
type that can be applied universally across a wide range of
zkVMs, namely, the instruction-modification injection. Fig. 7
shows how we modify the execution stage of a zkVM to im-
plement this injection type. At a high level, an instruction is
decoded (line 4), the instruction is replaced by a new, fuzzed
variant if certain conditions are met (lines 6—13), and the
instruction is executed (line 15).

To decide where to inject, we currently use a custom, global
step counter that increments with each executed instruction
and triggers the injection when it matches a target step. The
target step is selected by a fault-injection scheduler, described
later in this section. In the figure, the step counter is checked
on line 9. This mechanism is not fundamental: it can be
replaced with other targeting schemes, such as using the cycle
count or program counter. After the instruction execution, the
counter is incremented on line 18.

To avoid accidental injections during normal execution, all
injected code is guarded by a global injection flag, which is set
only for fault-injection runs (line 7). A second check verifies
that the injection type matches the target one (line 8)—the
target injection type is chosen randomly by the fuzzer. Finally,
a third check ensures that the current step matches the target
injection point (line 9) as discussed earlier.

Note that certain injection types rely on randomized
values—for example, generating a random operation, value,
or operand—to increase behavioral diversity across test runs.
These values are provided by the fuzzer, e.g., line 1| randomly
fuzzes the current instruction to generate a new variant.

While the details of fault-injection code vary across zkVMs
due to internal architectural differences, the instruction-
modification injection type (shown in Fig. 7) is implemented
in all the VMs we tested. Other injection types include modify-
ing the program counter or altering the output of an operation
before it is written to a register or memory. In some cases, we
developed custom injection types tailored to a specific VM.
For instance, OPENVM adopts a chip-based design, where
each chip is a modular execution unit responsible for individ-
ual operations or families of operations; in this setting, we
created injection types targeted at particular chips. Notably,
all the soundness bugs uncovered by ARGUZZ were triggered
by the instruction-modification injection. A complete list of
the injection types in ARGUZZ can be found in [24].

Ensuring that injected faults actually take effect is crucial.
Some faults may otherwise be blocked by safety checks in the
prover’s code. To prevent this, we replace built-in assertion
and panic macros in the VM with custom versions. When
the injection flag is set, these macros disable selected run-
time checks, allowing injections to proceed without being
prematurely aborted and to propagate through execution.



Fault-injection scheduler. A naive version of our fault-

injection strategy could inject faults at random points in the ex-

ecution trace. However, in real programs, certain instructions—
such as memory reads or additions—occur far more frequently

than others. As a result, purely random injection would dis-
proportionately target common instructions, leaving rarer in-
structions undertested.

To address this imbalance, we implement a fairer fault-
injection scheduler that aims to uniformly cover all avail-
able RISC-V instructions. The fuzzer maintains a count of
how often each instruction has been targeted for injection.
When analyzing the trace collected during normal execution,
we identify the least frequently injected instructions and ran-
domly select one of them. The scheduler then injects a fault
at that instruction. If the selected instruction appears multiple
times in the trace, the injection point is chosen uniformly at
random among its occurrences.

Challenges addressed. Our fault-injection mechanism is
designed to address two central challenges: precisely detect-
ing soundness bugs due to weak constraints and ensuring that
injections are directed at both common and rare instructions.

To avoid generating false positives, ARGUZZ does not
report a bug solely because the verifier accepts a proof af-
ter fault injection. We additionally require that the product-
program output changes from SUCCESS to oops. If the pro-
gram crashes or produces the expected output, we cannot
draw any definitive conclusions. The crash may have been
caused by an unrelated side effect of the injection, or the fault
may have failed to influence the execution. For instance, we
observed that some injections—such as adding 2 to the first
operand of a modulo operation with 2—do not affect the out-
put or trace in a detectable way. By requiring a change in the
output of the product program, we ensure that the injected
fault has a concrete, observable impact on execution—one
that the verifier should reject.

Moreover, ARGUZZ uses a scheduling strategy that dis-
tributes injections across instructions based on their observed
frequencies in the execution trace. This prevents common
instructions from being oversampled while rare instructions
remain undertested. The scheduler therefore enables ARGUZZ
to target unusual or low-frequency operations that are other-
wise difficult to exercise, which we empirically confirm in
our RQS5 experiments.

Conceptually, this fault-injection approach is not tied to
any specific zkVM. Beyond zkVMs, it may generalize to
ZK pipelines that expose a similar prover-verifier structure,
though we leave empirical validation of this broader applica-
bility to future work.

4 Experimental Evaluation

We evaluate ARGUZZ by testing six popular zkVMs. In our
evaluation, we address the following research questions:

RQ1: How effective is ARGUZZ in detecting soundness and
completeness bugs in zkVMs?

RQ2: What are characteristics of the detected bugs?
RQ3: How efficient is ARGUZZ?

RQ4: How effective is the inline-assembly extension?
RQ5: How effective is the fault-injection scheduler?

RQ6: What is the impact of the instruction-modification
fault-injection type?

4.1 Experimental Setup

zkVM selection. To ensure that our evaluation focuses
on zkVMs with real-world impact, we consulted with the
Ethereum Foundation, who provided us with a list of ma-
ture zZkVM implementations. From this list, we selected six
zkVMs that are actively maintained and representative of the
state of the art. This selection balances diversity of design
choices with practical relevance.

Experiments in the wild. The primary goal of these exper-
iments was to assess ARGUZZ’s effectiveness in discovering
previously unknown bugs in mature zkVMs. We began test-
ing RISC ZERO and NEXUS in March 2025 and gradually
extended ARGUZZ to support additional zkVMs. Support for
SP1 was added in May 2025, followed by JOLT, OPENVM,
and P1CO in June 2025. Once a bug was discovered in a
zkVM, we typically paused fuzzing that system until the issue
was fixed to avoid reporting duplicates. For all zkVMs, we
tested their respective main branches.

Controlled experiments. In our controlled experiments, we
evaluated ARGUZZ using two configurations.

The first focused on bug refinding, i.e., assessing whether
the reported bugs can be rediscovered. In this setup, we
launched 5 fuzzing campaigns, each with a different numeric
seed to initialize the fuzzer’s random-number generator. Each
campaign ran on 4 CPUs and was limited to 24h. To obtain
transformed circuits, we applied between 1 and 4 stacked
metamorphic transformations. Each product program bundled
between 2 and 10 Rust functions, corresponding to the loop in
steps 2—4 of Fig. 2. We executed each product program under
3 different combinations of inputs and fault injections, corre-
sponding to the loop in steps 5-7 of Fig. 2. For tractability of
the experiments, we enabled only the instruction-modification
injection, which is responsible for all detected soundness bugs.
To confirm that a bug found with this configuration was the



same as the one originally reported, we applied the fix pro-
vided by the developers and checked that the bug disappeared.
All bug-refinding experiments were performed on the origi-
nal, buggy versions of the respective zkVMs, i.e., the versions
predating the fixes provided by each development team.

The second configuration focused on feature evaluation,
i.e., quantifying the benefits of ARGUZZ’s design contribu-
tions such as the inline-assembly extension, the fault-injection
scheduler, and other components. This setup used the same
parameters as the bug-refinding configuration, with the ex-
ception that each campaign was run with one random seed.
In contrast to the bug-refinding setup, all feature-evaluation
experiments were conducted on the latest fixed versions of
each zkVM, incorporating the developer patches for the bugs
reported in this work.

Hardware. We performed all experiments on a machine
with an AMD EPYC 9474F CPU @ 3.60GHz and 1.5TB of
memory, running Debian GNU/Linux 12 (bookworm).

4.2 Experimental Results

RQ1: Effectiveness of ARGUZZ. Tab. | summarizes all
previously unknown, unique bugs uncovered by ARGUZZ in
our in-the-wild experiments. The first column assigns each
bug an identifier (ID) and, where available, links to the cor-
responding public bug report. The second column lists the
zkVM in which the bug was discovered—importantly, we
found issues in three separate zkVMs. The third column links
to the pull requests containing the corresponding patches.
The fourth column classifies each bug by its impact, distin-
guishing whether it affected soundness, completeness, or both.
The fifth column specifies the oracle that exposed the bug:
“MT” (metamorphic testing) indicates that the product pro-
gram either crashed when executed on the unmodified VM or
produced an unexpected output; “FI” (fault injection) means
that the product program was executed on a malicious prover,
produced an unexpected output, and yet the verifier was de-
ceived into accepting the resulting proof. The last column
provides a brief description of each bug.

In total, ARGUZZ uncovered eleven unique, previously un-
known bugs across three distinct zkVMs. This result is sig-
nificant given that these are mature zkVMs, routinely sub-
jected to audits and developed under rigorous engineering
practices. Notably, both bugs identified in RISC ZERO were
acknowledged with bounties: bug 1 was awarded $50,000
and bug 2 $1,000. In contrast, NEXUS and JOLT did not op-
erate bounty programs, though they promptly addressed the
reported vulnerabilities. Of the found bugs, the eight complete-
ness bugs were detected with metamorphic testing, while the
three soundness bugs were revealed through fault injection.
This highlights the complementary strengths of the two tech-
niques: metamorphic testing was more prolific in uncovering

completeness bugs, whereas fault injection revealed the most
critical soundness vulnerabilities.

Note that certain completeness bugs manifest as crashes,
making metamorphic oracles unnecessary for detecting them.
However, metamorphic testing remains essential for identify-
ing soundness bugs where the zkVM produces an unexpected
output without the involvement of a malicious prover. While
the zkVMs we evaluate did not exhibit such soundness bugs,
CIrcuZzZ relied on this technique to discover all of its sound-
ness bugs in ZK pipelines. In ARGUZZ, we additionally rely
on metamorphic oracles to eliminate false positives during
fault injection by identifying executions that deviate from
the expected behavior. Finally, metamorphic transformations
broaden program diversity through equivalent rewrites.

In addition, note that ARGUZZ operates over three input
dimensions: the randomly generated programs, the randomly
chosen inputs to those programs, and the fault-injection points,
which are guided by our scheduler (via lightweight instruction-
coverage feedback). Although the first two dimensions are
purely random, they are sufficient to expose a wide range
of completeness and soundness bugs in practice. Blackbox
fuzzing remains a widely used and effective strategy when
testing complex systems, e.g., compilers [47], database sys-
tems [39], or SMT solvers [34]. Such fuzzers generate struc-
turally valid inputs by construction (e.g., compiling programs,
valid SQL queries, valid SMT queries), which already achieve
high coverage with relatively few tests. Coverage instrumen-
tation, on the other hand, can impose substantial runtime over-
head that reduces throughput, especially for zkVMs where
proving dominates execution time. Nevertheless, exploring a
lightweight form of coverage feedback tailored to zZkVMs is
an interesting direction for future work.

Taken together, these components make ARGUZZ highly ef-
fective at uncovering both soundness and completeness bugs
in zkVMs. Metamorphic testing can surface both types of
bugs by exercising diverse but semantically equivalent pro-
gram variants, while product-program execution enables effi-
cient equivalence checking. Fault injection complements this
by exposing underconstrained behavior that manifests under
adversarial executions. Moreover, the scheduler ensures broad
instruction coverage, increasing the likelihood of triggering
subtle constraint bugs. Combined with lightweight random
program and input generation, these elements allow ARGUZZ
to cover a substantial portion of the zkVM state space in prac-
tice, which is demonstrated by its ability to discover numerous
correctness bugs across multiple mature implementations.

RQ2: Detected bugs. To better understand the types of
issues exposed by ARGUZZ, we now examine several of the
discovered bugs in more detail.

Bug 1, which we already introduced in Sect. 2, was present
in RISC ZERO versions 2.0.0, 2.0.1, and 2.0.2. It affected all
instructions with three register operands, such as divu and
remu. The root cause was a missing constraint that caused the


https://hackenproof.com/reports/RISCZKVM-25
https://hackenproof.com/reports/RISCZKVM-25

Table 1: Unique bugs detected by ARGUZZ.

Bug ID zkVM Fix ID Type Oracle | Description
1 RISCZErRO | A,B soundness FI Missing constraint in three-register instructions
2 RISC ZERO C completeness MT Off-by-one error in cycle-counting logic
3 NEXUS D soundness FI Unconstrained store operand in load-store instructions
4 NEXUS E completeness MT Out-of-bounds panic due to memory size misestimation
5 NEXUS F completeness MT Carry overflow in multiplication extension
6 JoLT G soundness FI Unconstrained immediate operand in 1ui
7 JoLT H completeness MT Incorrect RAM size calculation
8 JoLT I completeness MT Out-of-bounds panic for high-address bytecode
9 JoLT J completeness MT Dory-commitment failure for traces shorter than 256 cycles
10 JoLT K completeness MT Sumcheck-verification failure for mulhsu
11 JoLT LM completeness MT Sumcheck-verification failure for inline div and rem

VM to fail to distinguish between the values of the first and
second operand registers. As a result, proofs generated by a
malicious prover could go undetected by the verifier, leading
to a critical soundness bug. Addressing this bug required
coordinated fixes across two repositories: not only the main
RISC ZERO zkVM implementation, but also the ZIRGEN
repository, which contains RISC ZERO’s constraint-system
implementation.

Bug 2 was due to a subtle off-by-one error in a prover com-
ponent responsible for counting execution cycles: the final
processing step was not included in the total. At first, this
mistake was masked by an unrelated boundary-condition is-
sue, preventing immediate failures. However, the incorrect
count eventually propagated to later stages, where it caused
downstream validation to fail. ARGUZZ uncovered this bug
by fuzzing programs of varying sizes, which triggered the
specific conditions needed for the error to manifest. The de-
velopers noted they were impressed that fuzzing revealed it,
and we received a $1,000 bounty for the report.

Bug 3 was a missing constraint in NEXUS’s handling of
load-store instructions, which allowed a malicious prover
to exploit an unconstrained memory write. Specifically, the
lower bits of the register holding the store value were not
properly constrained for the RISC-V store instructions sw,
sh, and sb. As a result, a prover could alter these bits without
detection. ARGUZZ uncovered this issue with the instruction-
modification injection (see Fig. 7). In this case, the injection
changed the second operand—the store value—to reference
an arbitrary register. The flaw surfaced once the value was
read back from memory and enabled unsoundly verifying
2P2@2°=1.

Bug 4 was caused by an incorrect estimation of the size of
touched or initialized memory, which led to an out-of-bounds
panic inside the prover for certain programs. After our report,
the developers promptly issued a dedicated patch in NEXUS
version 0.3.1 to resolve the issue. Once again, the diverse
range of programs generated by ARGUZZ revealed an untested
edge case, exposing a completeness bug.

Bug 5 occurred after the introduction of RISC-V’s multipli-
cation extension in NEXUS. It manifested as a panic indicating
that carry-flag bounds had been exceeded, and it affected mul-
tiplication, division, and remainder operations. In this case,
ARGUZZ was essential not only for generating a suitable pro-
gram but also for producing the input arguments required to
trigger the bug. Fixing the issue required a rework of the carry
logic across all RISC-V multiplication operations in NEXUS.

Bug 6 was caused by a missing constraint in the RISC-
V 1lui instruction in JOLT (v0.1.0). The 1lui instruction
is supposed to load a 16-bit immediate value into the up-
per 16 bits of a target register. Due to a missing constraint,
a malicious prover could arbitrarily manipulate the imme-
diate operand and thereby control the instruction’s output.
Similar to bug 3, ARGUZZ discovered this issue through an
instruction-modification injection (see Fig. 7), which in this
case manipulated the immediate operand. Notably, all three
soundness bugs discovered by ARGUZZ were detected using
the instruction-modification injection type.

In addition to the previously discussed issues, ARGUZZ
uncovered five further completeness bugs in JOLT (v0.2.0).
Bug 7 stemmed from an incorrect RAM size calculation that
prevented certain program bytecode from fitting in memory.
Bug 8 triggered an out-of-bounds panic whenever program
bytecode was placed at higher memory addresses than those
accessed during execution. Bug 9 was caused by the new
Dory commitment [31] implementation, which failed on short
traces containing fewer than 256 cycles. Bug 10 revealed
a sumcheck-verification failure for the mulhsu instruction;
note that CIRCIL circuits contained this instruction thanks
to our inline-assembly extension (see Sect. 3.1). Finally, bug
11 caused a sumcheck failure when verifying inline div and
ren instructions.

Beyond these zkVM bugs, ARGUZZ also uncovered a Rust
compiler bug as a by-product while testing RISC ZERO. The
issue was present in Rust version 1.80, which RISC ZERO
used to compile input programs. A miscompilation caused
a boolean expression to evaluate incorrectly, leading to both
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Table 2: Number of product programs executed in each
zkVM with and without fault injection enabled.

Programs Programs

zkVM (injection on) | (injection off)
RISC ZERrO 1468 2294
NEXUS 788 1376
JoLT 377 503
SP1 494 880
OPENVM 1267 1591
Pico 549 1089

soundness and completeness issues. Further details about the
affected expression can be found in the corresponding RISC
ZERO bug report”.

RQ3: Efficiency of ARGUZZ. In this research question, we
evaluate the efficiency of ARGUZZ along three dimensions.

We first conducted a bug-refinding experiment to measure
how quickly ARGUZZ can rediscover previously reported
bugs. Bug 11 was not included as it was fixed after the paper-
submission deadline. Out of the ten remaining bugs, ARGUZZ
successfully rediscovered six (bugs 1, 3, 5, 6, 9, and 10),
including all soundness bugs, within a median time of 13h. In
fact, two of these were refound in under 20min and five within
6h. The remaining completeness bugs require longer (days) as
they depend on very specific conditions to manifest (see RQ2).
Detailed per-bug results are reported in [24]. These results are
encouraging: all soundness bugs, which are the most critical
from a security perspective, would have been discovered with
only a few hours of fuzzing despite the size, complexity, and
slow execution speeds of zkVMs. Completeness bugs 2, 4,
7, and 8 are inherently harder to hit, as they only arise under
narrowly defined circumstances.

Second, we measure the runtime overhead of enabling fault
injection in ARGUZZ, shown in Tab. 2. For this experiment,
we use the feature-evaluation configuration and run ARGUZZ
both with and without fault injection enabled. The first col-
umn lists the zkVM, the second shows the number of tested
product programs with injection enabled, and the third shows
the number of tested programs with injection disabled (i.e.,
omitting step 7 in Fig. 2). As the table shows, throughput
increases substantially when disabling fault injection, ranging
from 25.6% for OPENVM to 98.4% for P1cO. The increase
does not reach a full 2x, however, despite omitting the addi-
tional VM run in step 7. This is expected for two reasons:
(1) the earlier ARGUZZ steps introduce common overhead,
and (2) injected runs often terminate early (see RQ6), reduc-
ing their runtime.

Third, we evaluate the impact of product-program size on
VM execution time, since running the VM is the slowest com-
ponent in our workflow. For this, we use the feature-evaluation

4https://github.com/risc0/risc0/issues/2878

configuration and disable fault injection to avoid confounding
effects on runtime. We observed that execution times typically
fall within a very narrow range, even though program sizes
vary widely. In particular, we did not observe a linear rela-
tionship between program size and execution time. For this
reason, the number of semantically equivalent functions bun-
dled into a product program has little effect on runtime. This
is also why our metamorphic-testing variant with product pro-
grams tends to be more efficient than traditional metamorphic
testing. [24] provides plots illustrating this trend.

RQ4: Effectiveness of inline-assembly extension. We now
evaluate the effectiveness of our inline-assembly extension
(see Sect. 3.1). We use the feature-evaluation configuration
(see Sect. 4.1) and compare ARGUZZ with and without the
inline-assembly extension enabled. Our metric is the percent-
age increase in instruction coverage, measured as the share
of instructions included in the binaries generated from our
product programs when the extension is enabled.

Across the tested zkVMs, we observed consistent improve-
ments. Specifically, the inline-assembly extension increased
instruction coverage by 38.2% in RISC ZERO, 15.0% in
NEXUS, 45.2% in JOLT, 44.0% in SP1, 34.5% in OPENVM,
and 44.0% in P1co. These gains demonstrate that the exten-
sion is effective at systematically incorporating rarely used
instructions that would otherwise remain uncovered.

To provide deeper insight, [24] includes bar charts show-
ing the instruction-frequency distributions in binaries gener-
ated from ARGUZZ programs, with and without the inline-
assembly extension.

RQS5: Effectiveness of fault-injection scheduler. In this
research question, we evaluate the effectiveness of the
fault-injection scheduler, whose goal is to apply injections
uniformly across all available RISC-V instructions (see
Sect. 3.3). For this experiment, we use the feature-evaluation
configuration (see Sect. 4.1) and compare ARGUZZ with and
without the scheduler enabled. Without the scheduler, injec-
tions are placed at random points in the trace, which dispro-
portionately targets common instructions and leaves rare ones
underexplored. With the scheduler, injections are guided by
instruction frequency to ensure more uniform coverage.

Fig. 8 shows the results as box plots. The x-axis denotes
the zkVMs, while the y-axis shows how often each instruc-
tion was selected for injection. For each zkVM, the left box
represents ARGUZZ without the scheduler, and the right box
ARGUZZ with the scheduler. As the figure illustrates, the
scheduler prevents imbalance by distributing injections evenly,
thereby avoiding undertesting of rare instructions.

RQ6: Impact of instruction-modification injection. Here,
we measure the impact of the instruction-modification injec-
tion (see Sect. 3.3), which is the only injection type imple-
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Figure 8: Distribution of injection frequencies across instructions for each zkVM, comparing ARGUZZ without (left box)

and with (right box) the fault-injection scheduler.

mented across all zkVMs we tested and the one responsible
for uncovering all of our soundness bugs. For this experiment,
we used the feature-evaluation configuration (see Sect. 4.1).

Tab. 3 summarizes the results. The first column lists each
zkVM, followed by the total number of injections applied.
The remaining columns categorize their effects:

* SUCCESS,EC == 0: The product program produced the
expected output (i.e., SUCCESS), and the zkVM termi-
nated successfully, that is, with exit code (EC) zero. So
these injections had no observable effect—the left sub-
column shows their absolute number and the right sub-
column their percentage.

* SUCCESS,EC != 0: The output of the product program
was unchanged, but the zkVM terminated unsuccessfully
(e.g., crashed).

* 00OPS,EC == 0: This case would correspond to a sound-
ness bug (unexpected output while the verifier succeeds).
As expected, no such cases occurred here because the
experiment was run on the fixed versions of the zkVMs.

* 00PS,EC != 0: The output of the product program was
altered, while the zkVM execution itself failed.

The last column is the most relevant: it shows that in the
vast majority of cases, the instruction-modification injection
effectively perturbs executions so that the program output
changes. Such output divergence is a crucial prerequisite for
detecting soundness bugs caused by underconstrained behav-
ior (see Sect. 3.3).

5 Related Work

We present the first systematic fuzzing approach for testing
zkVMs. It combines metamorphic testing with fault injection
to uncover both soundness and completeness bugs. While

prior work has examined testing techniques for other classes
of zero-knowledge systems, we are not aware of any exist-
ing work that targets zkVMs end-to-end. Despite the grow-
ing importance of zkVMs in blockchain rollups and privacy-
preserving computation, their correctness has so far remained
an open challenge in the literature.

In the remainder of this section, we focus on four main ar-
eas of prior research relevant to our work: fuzzing of ZK
pipelines, metamorphic-testing approaches, fault-injection
techniques, and fuzzing of RISC-V CPUs.

Fuzzing of ZK pipelines. The most closely related work is
Circuzz [23], which applies metamorphic testing to detect
bugs in ZK pipelines. While CIRCUZZ targets systems that
take a domain-specific circuit language as input, ARGUZZ
focuses on zkVMs that execute general-purpose code, fre-
quently in Rust, and enforce constraints implicitly from the
program semantics. This shift in input language and execution
model requires new techniques for program generation and
performance optimization.

MTZK [45] takes a narrower scope, focusing on testing
zero-knowledge compilers via metamorphic transformations.
In contrast, our work targets zkVMs (that typically rely on
mature compilers, such as the Rust compiler) and tests the full
processing pipeline, including execution, proof generation,
and verification.

Finally, unlike either CIRCUZZ or MTZK, ARGUZZ inte-
grates a fault-injection mechanism that can simulate a mali-
cious prover. This enables the detection of soundness bugs
caused by overly weak constraints, a class of vulnerabilities
that metamorphic testing alone cannot uncover.

Metamorphic testing. Metamorphic testing [17] is widely
used in domains where a reliable test oracle is unavailable [9].
Segura et al. [40] provide a comprehensive survey of its ap-
plications across different domains.



Table 3: Results of the instruction-modification injection across all tested zkVMs. The table shows the total number of
injections and their outcomes. SUCCESS means the product program output was correct, OOPs indicates an altered output,

and Ec denotes the exit code returned by the zkVM.

VM . ‘Tot?l SUCCESS, SUCCESS, OOPS, OOPS,

injections EC == EC !'=0 EC == 0 EC !'=0
RISC ZERO 4404 275 6.2% 0 0.0% | 0 | 0.0% | 4129 93.8%
NEXUS 2366 476 | 20.1% 83 35% | 0 | 0.0% | 1807 76.4%
JoLT 1040 2 0.2% | 445 | 42.8% | 0 | 0.0% 593 57.0%
SP1 1483 32 22% | 833 | 56.2% | 0 | 0.0% 618 41.7%
OPENVM 3801 192 5.1% | 386 | 10.2% | 0 | 0.0% | 3223 84.8%
Pico 1649 0 0.0% 0 0.0% | 0 | 0.0% | 1649 | 100.0%

The most closely related applications to our work are in
the testing of compilers [16] and program analyzers (e.g.,
[22,29,33-35,38,44,48-50]), such as software model check-
ers [15,37] and abstract interpreters [21]. In these contexts,
metamorphic testing typically generates two programs that
are syntactically different yet semantically equivalent, and
checks whether their outputs match.

Our work differs in that we embed both executions into a
single product program, rather than running them separately
and comparing results externally. This design enables know-
ing the correct output of the product program in advance and
often reduces execution overhead, especially in the prover.
While metamorphic testing provides a natural way to design
oracles, our work complements it with fault injection, which
explores a different dimension of zkVM robustness.

Fault injection. Fault injection [7, 19, 25] has long been
used to evaluate the robustness and dependability of systems.
Building on these foundations, practical frameworks such as
LFI [36] and dynamic stub injection [18] provide general-
purpose mechanisms. These tools allow developers to inject
faults at the library or API boundary to test error-handling
code, independent of the underlying application logic.

More recent work combines fuzzing and fault injection.
For example, FUZZTRUCTION [10] and FUZZTRUCTION-
NET [11] explore cross-application testing by generating and
consuming data across paired applications, such as encryption
or compression tools. FUZZERR [41] focuses on inserting
faults into API calls to evaluate robustness of error handling,
while context-sensitive software fault injection has been used
to fuzz error-handling code by tailoring injected faults to the
surrounding program context [28]. [FIZZ [32] focuses on IoT
firmware, efficiently generating deep-state fault scenarios to
test resilience in resource-constrained environments.

In contrast, our work is the first to apply fault injection
to zkVMs by injecting faults directly into the VM’s execu-
tion logic. This simulates malicious prover behavior and tests
whether the verifier can be deceived—revealing soundness
bugs specific to zkVM constraint systems that are not ad-
dressed by prior fault-injection frameworks.

Although our approach does not infer what faults to inject,
related work has explored automatically inferring likely faults
and error specifications [6,27,36] in other domains.

Fuzzing of RISC-V CPUs. There are fuzzers that have
targeted RISC-V CPUs, such as [26, 30,42, 46], aiming to
check if the hardware correctly implements the RISC-V in-
struction set architecture. Our work is fundamentally different
and complementary to these hardware-focused approaches as
ARGUZZ operates entirely at the software layer. Of course, a
zkVM needs both a correctly functioning hardware CPU to
run on (which CPU fuzzers like the above test) and correct
software logic (which ARGUZz validates).

6 Conclusion

We presented ARGUZZ, the first automated fuzzer for detect-
ing soundness and completeness bugs in zkVMs. Our ap-
proach introduces a novel testing methodology that combines
an efficient, product-program-based variant of metamorphic
testing with a fault-injection mechanism designed to simulate
malicious provers. Our evaluation demonstrates that ARGUZZ
is effective across multiple zZkVM implementations, uncov-
ering both soundness and completeness bugs. The modular
design allows it to be easily adapted to other zkVMs with
modest engineering effort, positioning it as a practical tool for
improving the reliability of this rapidly evolving ecosystem.

For future work, we plan to extend ARGUZZ in several
directions. First, we aim to enhance the circuit generator to
produce more complex and stateful programs, which could un-
cover deeper bugs in the VM execution logic. Second, explor-
ing more sophisticated fault-injection strategies may uncover
deeper vulnerabilities. Finally, we plan to adapt ARGUZZ to
support zkVMs based on instruction sets beyond RISC-V,
further broadening its impact and helping to secure a wider
range of such systems.
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Ethical Considerations

Our research, involving the discovery and reporting of bugs
in zkVMs, was guided by a stakeholder-based ethics analysis
rooted in the principles of The Menlo Report.

Stakeholder Analysis

We identified several key stakeholders who could be impacted
by our research:

¢ zkVM developers and companies: The teams behind
RISC ZERO, NEXUS, JOLT, and other zkVMs.

 Users of zkVMs: Individuals and entities who rely on
applications built on these zkVMs, such as blockchain
rollups, for financial transactions and other services.

* The security-research community: Our peers who
study and build tools to improve software security.

* The public: The broader community that benefits from
secure and trustworthy digital infrastructure.

* Potential malicious actors: Individuals who might seek
to exploit our findings or tool for harmful purposes.

Application of Ethical Principles

Our ethical framework weighed our responsibilities to these
stakeholders across the core principles, namely, beneficence,
respect for persons, justice, and respect for law and public
interest.

Beneficence (maximizing benefit, minimizing harm). The
primary ethical driver for this work was beneficence. The
research provides a significant benefit by identifying and
enabling the fixing of soundness and completeness bugs in
zkVMs. This directly protects users from potential exploits
that could lead to fraudulent transactions and financial loss.
For developers, our work serves as a valuable security layer,
helping them harden their systems against critical bugs. For
the research community, we contribute a novel testing tech-
nique and a powerful open-source tool, ARGUZZ.

The most significant potential harm is the misuse of AR-
GUZZ by malicious actors to find new, undisclosed vulnera-
bilities. We took direct steps to mitigate this:

* Coordinated disclosure: Our most critical mitigation
was a strict, responsible disclosure process. For RISC
ZERO, we privately reported all findings to the devel-
opment team, providing them with sufficient time and
information to patch the vulnerabilities before any public
disclosure. This ensured that the specific threats we un-
covered were neutralized before they could be exploited.
For other zkVMs, the developers themselves encouraged
us to report the bugs as public GitHub issues.

* Empowering defenders: We open-source ARGUZZ. We
believe the benefit of providing a powerful defensive tool
to the open-source community, enabling systematic vali-
dation and hardening of zkVMs, substantially outweighs
the risk of its misuse.

Respect for persons. Our methodology centered on respect-
ing the developers and users involved. We engaged with the
zkVM development teams as partners in a collaborative effort
to improve security. We did not publicly disclose vulnerabil-
ities until we were given permission, thereby respecting the
developers’ process and preventing premature exposure that
could harm their users and reputation.

Justice. Our work promotes justice by distributing security
benefits broadly. The bugs we found protect all users of these
systems, particularly those who may not have the technical
expertise to assess the security of the infrastructure they rely
on. By open-sourcing ARGUZZ, we make a state-of-the-art
security tool available to all developers and projects, regard-
less of their size or financial resources, leveling the playing
field for securing these complex systems.

Respect for law and public interest. Our research was
conducted in a manner that serves the public interest in se-
cure and reliable financial infrastructure. Our adherence to
the industry-standard practice of coordinated vulnerability
disclosure aligns with legal and ethical norms.

Decision to Proceed and Publish

Weighing these principles, the decision to proceed with the
research and its publication was clear. The potential for harm
was carefully managed through a robust and respectful disclo-
sure protocol. The benefits—patched vulnerabilities, a more
secure ecosystem for users, and the contribution of a new
defensive tool and techniques for the research community—
were substantial. The above core ethical principles all strongly
supported the execution and dissemination of this work.

Open Science

We provide the artifact associated with this paper at the fol-
lowing link:



https://doi.org/10.5281/zenodo.16939845

The provided artifact contains the following:
* Source code: The complete source code for ARGUZZ.

* Experimental scripts: All scripts used to conduct our
experimental evaluation.

* Documentation: A detailed README . md file that ex-
plains the directory structure of the artifact and provides
instructions for building and running the fuzzer.
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A ARGUZZ Rewrite Rules

Rule ID Match Pattern Rewrite Template
comm-or ?a | ?b ?b | 2a
assoc-and (?a & ?b) & 2c ?a & (?b & 2c)
comm-and ?a & ?b ?b & ?a
and-zero ?a & 0 0
inv-xor ?a " ?a 0
comm-xor ?a "~ ?b ?b © ?a
Zero-or-rev ?a | 0 ?a
ZEero-xor-rev ?a ~ 0 ?a
inv-xor-rev 0 (Sr:int ~ S$r:int)
Zero-or ?a:int (?a | 0)
Zero—xor ?a:int (?a ~ 0)
idem-and ?a:int (?a & ?a)
zero—-and 0 (Sr:int & 0)
one-div 1 (Sr:int / S$r:int)
comm-add ?a + ?b ?b + 2a
comm-mul ?a * ?b ?b * ?a
dist-mul-add (?a + ?b) * 2c (?a * 2¢) + (?b * 2¢)
dist-add-mul (?a * 2¢c) + (?b * ?c) (?a + ?b) * 2c
assoc-add (?a + ?b) + ?c ?a + (?b + 2¢)
assoc-add-rev ?a + (?b + 2¢) (?a + ?b) + 2c
assoc-mul (?a * ?b) * 2c ?a * (?b * 2¢)
assoc-mul-rev ?a * (?b * 2¢) (?a * ?b) * 2c
zero-add-des ?a + 0 ?a
one-mul-des ?a * 1 ?a
one-div-des ?a /1 ?a
inv-zero-add-des ?2a - 0 ?a
inv-add-des ?a - ?a 0
inv-assoc-neg2pos (?a = ?b) - 2c ?a - (?b + 2¢)
inv-assoc-pos2neg ?a - (?b + 2¢) (?a - ?b) - 2c
pow2-to-mul ?a ** 2 ?a * ?a
pow3-to-mul ?a ** 3 (?a * 2a) * ?a
mul-to-pow2 ?a * ?a ?a ** 2
mul-to-pow3 (?a * 2a) * ?a ?a ** 3
zero-add-con ?a:int ?a + 0
one-mul-con ?a:int ?a * 1
one-div-con ?a:int 2a /1
rem-of-one-con 0 Sr:int % 1
rem-of-one-des ?a %1 0
and-to-rem ?a & 1 ?a % 2
rem-to-and ?a % 2 ?a & 1
inv-zero-add-con ?a:int ?2a - 0
inv-addition-exp ?a - ?c ?a + (0 - 2¢)
double-negation-add-con ?a:int 0 - (0 - 2a)
add-sub-random-value ?a:int (?a - Sr:int) + Sr:int
zero-lor-des ?2a || F ?a
zero-land-des ?a && T ?a
taut-lor ?a || T T
contra-land ?a && F F
assoc-lor (?a || ?b) || 2c 2a || (?b |] ?2c)
assoc-land (?a && ?b) && ?c ?a && (?b && 2c)
comm-lor ?a || ?b ?b || ?a
comm-lan 7a && ?b ?b && ?a
dist-lor-land (?a && ?b) || ?c (?a || ?c) && (?b || 2c¢)
dist-land-lor (?a || ?c) && (?b || 2c) (?a && ?b) || ?c




Rule ID Match Pattern Rewrite Template

de-morgan-land-con '(?a && ?Db) ('?2a) || (!?b)
de-morgan-land-des ('?a) 1] (!'?b) 1'(?a && ?b)
de-morgan-lor-con '(?a || ?b) ('?a) && (!?b)
de-morgan-lor-des ('?a) && (!?b) '(?a || ?b)
double-negation-des I (!?a) ?a
double-land-des ?a && ?a ?a
double-lor-des ?a || ?a ?a
double-1xor-des ?a "7 ?a F
comm-1lxor ?a "7 ?b ?b "" ?a
lxor-to-or—-and ?a """ ?b (('?a) && ?b) || (?a && (!?b))
zero-lor-con ?a:bool ?2a || F
zero-land-con ?a:bool ?a && T
double-negation-con ?a:bool I(!?a)
double-land-con ?a:bool ?a && ?a
double-lor-con ?a:bool ?a || ?a
double-1xor-con F Sr:bool *" Sr:bool
or-and-to-lxor (('?a) && ?b) || (2a && (!?b)) ?a """ ?b
commutativity-equ ?a == ?b ?b == ?a
relation-geg-to-leq ?a >= ?b ?b <= ?a
relation-leg-to-geq ?a <= ?b ?b >= ?a
relation-leg-to-lth-and-equ ?a <= ?b (?a < ?b) || (2a == ?b)
relation-lth-and-equ-to-leq (?a < ?b) || (?a == ?Db) ?a <= ?b
relation-geg-to-gth-and-equ ?a >= ?b (?a > ?b) || (?a == ?Db)
relation-gth-and-equ-to-geq (?a > ?b) || (?a == ?Db) ?a >= ?b
relation-leg-to-not-gth ?a <= ?b !'(?a > ?b)
relation-not-gth-to-leq '(?a > ?b) ?a <= ?b
relation-geg-to-not-1th ?a >= ?b '(?a < ?b)
relation-not-1lth-to-geq ' (?a < ?b) ?a >= ?b
relation-neg-to-not-equ ?a !'= ?b 1 (?a == ?Db)

relation-not-equ-to-neq ! (?a == ?b) ?a != 7
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